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Seismic Imaging & Inversion Challenges

e (Cheap, abundant sensors
e Massive amounts of data
- Industry data sets
- Regional & global seismology data sets
- Cross-correlation data sets for seismic interferometry
e On HPC systems, I/O is the bottleneck
e Adopt new data formats for fast parallel I/O (e.g., NetCDF, HDF5 & ADIOS)
e Data culling tools to reduce preprocessing time (e.g., MUSTANG)
e A standard for the exchange of Earth models (e.g., the IRIS NetCDF format)
e Adopt workflow management tools (e.g., Kepler, Pegasus & Swift)

e Tools for data mining, feature extraction, visualization & virtualization (e.g.,
ParaView, Vislt)




Taming Workflow Issues



Adjoint Tomography Workflow
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Taming I/O Issues:
Adaptable Seismic Data Format



Data in Regional & Global Seismology
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Assimilation of ~100 million data
Ebru Bozdag




Data in Exploration Seismology

3D marine survey can involve 5,000 shots and 50,000 recorders

Petabytes of data

SEG-Y is the current standard
Variable SEG-Y file structure
SEG-Y programs do not always
follow specifications




ASDF: an Adaptable Seismic Data Format

e (ollaboration involving Princeton University, Munich University
(ObsPy) and Oak Ridge National Laboratory

e |ncrease I/O performance by combining all the time series for a
single shot or earthquake into one file

e Take advantage of parallel processing

e Use modern file format as container (e.g., HDF5 or ADIOS)
e Store provenance inside the file for reproducibility

e Use existing standards when possible (e.g., XML)

e Open wiki for development



ASDF Internal Structure
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ASDF and XML~ #3ME
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XML is a flexible, platform-independent standard for
defining the information content and structure of a file

QuakeML is an XML representation of a seismological
event which is intended to cover a broad range of fields
of application in modern seismology

StationXML is an XML representation of station
information and includes the instrument response

Provenance can be defined as an XML file where a chain
of operations is defined, e.g., time series analysis or
parameter settings of a numerical simulation



ASDF in Global Seismology
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Preprocessing ASDF Workflow

Cut observed and s
Remove the mean from obser : ,

Remove the trend from obser




Auxilliary Data Centers to improve System Reliability

Historically IRIS has operated a primary data
center in Seattle, Washington

Backup system for redundant copies of data files,
database files, software, etc.

Primarily for protecting assets in case of a major
catastrophe

IRIS currently operates a second facility in the
San Francisco Bay Area near a High
Performance Computing installation (LLNL)
(Cycles Close to Data effort)

Tim Ahern



Multiple & Fully Functioning Data Centers
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Links with High Performance Computing
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Conclusions

To tame workflow and I/O issues in seismic imaging & inversion we should explore:

Partnerships with Industry, National Labs & HPC Centers
Petroleum Industry collects, processes and utilizes vast 3D and 4D data sets

National Labs are developing tools for fast I/0, workflow management, visualization
& virtualization

Potential collaborations focused on:

- Data formats for fast parallel 1/0 (e.g., NetCDF, HDF5 & ADIOS)
- Standard for the exchange of Earth models

- Cheap, abundant sensors

- Full-waveform imaging & inversion

- HPC workflow management tools (e.g., Kepler, Pegasus & Swift)

- Data mining, feature extraction, visualization & virtualization (e.g., ParaView, Vislt)




