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IRIS is a university research consortium dedicated to monitoring the Earth 
and exploring its interior through the collection and distribution of geophysi-

cal data. IRIS programs contribute to scholarly research, education, earthquake 
hazard mitigation, and the international verification regime for the Comprehensive 

Nuclear Test-Ban Treaty. IRIS operates through Cooperative Agreements with the 
National Science Foundation under the Division of Earth Science’s Instrumentation and 

Facilities Program and the EarthScope Program. Funding is provided by the National Science 
Foundation, other federal agencies, universities, and private foundations. All IRIS programs are car-

ried out in close coordination with the US Geological Survey and many international partners.



The Year in Review
The year 2004 – our 20th year as a Consortium - has been 

one of significant growth and change for IRIS. As shown in the 

later sections of this report, the IRIS core programs, with solid 

support from the EAR Instrumentation and Facilities Program at 

NSF, continue to provide data and services that underlie much of 

modern research in seismology in the US and internationally. The 

GSN has stabilized at more than 130 stations, most of which now 

provide data in real time. To ensure the long-term survival of the 

network, a new generation of instrumentation is under develop-

ment and plans are underway to streamline and enhance routine 

operations. PASSCAL instruments continue to be used in variety 

of national and international programs and a new generation of 

instruments has become available with support from DOE. The 

Data Management System continues to efficiently collect, manage 

and distribute data from the growing archive. Increasing effort is 

being applied to providing software tools to support the effective 

use of these data and encourage data exchange with other net-

works. The Education and Outreach Program has had great success 

with outreach through museum displays and collaboration with 

the Seismological Society of America  on a Distinguished Lecturer 

series. The IRIS Intern and Educational Affiliate programs have 

proven to be very successful in engaging undergraduate students 

and encouraging them to consider careers in Earth Science. 

EarthScope is underway. IRIS, in collaboration with UNAVCO 

Inc, Stanford University and USGS, has embarked on a major 

initiative to establish a new and exciting array of observational 

facilities for exploration of the structure and dynamics of North 

America. The IRIS core programs provide the solid foundation 

from which we are able to build the integrated systems of USArray 

(Backbone Network, Transportable Array and Flexible Array) as 

part of the EarthScope facility being funded through the NSF 

Major Research Equipment and Facility Construction account. 

The Annual Workshop in June provided an opportunity to 

celebrate the 20th anniversary of the creation of IRIS in 1984.  In 

addition to the usual review of current IRIS activities and discus-

sion of future opportunities, many of those involved in the birth 

of the consortium shared their recollections of the early history of 

IRIS and helped to review the accomplishments of our programs 

over the past two decades.

 At the special Board meeting at the June Workshop, impor-

tant modifications to the IRIS Bylaws were adopted that stream-

line the structure of the Consortium to allow it to better serve the 

membership, NSF, and other funding agencies. In the coming year, 

the new IRIS Board of Directors will continue to take important 

actions on behalf of the members of the Consortium. The most 

significant of these will be the development and submission of a 

proposal to the National Science Foundation for the next five years 

of IRIS activities. All members are encouraged to take advantage 

of the opportunities available to participate in the planning and 

development of the proposal. 

One of the strengths of IRIS has been the depth and breadth 

of community participation in the governance and management of 

our programs. An essential ingredient in our success has been the 

dedication and responsibility that the many committee members 

bring to the important tasks of advising and guiding the activities 

and evolution of the Consortium. To current and past members 

we extend our sincere thanks  - and we look forward to engaging a 

new generation in the future success of the Consortium. 
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IRIS MEMBER INSTITUTIONS

Institution 
Board Member • Alternate

University of Alabama 
Andrew Goodliffe • Antonio Rodriguez

University of Alaska 
Douglas H. Christensen • Roger Hansen

University of Arizona 
Susan Beck • George Zandt

Arizona State University 
Matthew J. Fouch • Ed J. Garnero

University of Arkansas at Little Rock 
Haydar J. Al-Shukri • Hanan Mahdi

Auburn University 
Lorraine W. Wolf

Boise State University 
Lee M. Liberty • James P. McNamara

Boston College 
John Ebel • Alan Kafka

Boston University 
Geoffrey Abers • Rachel E. Abercrombie

Brown University 
Karen Fischer • Donald Forsyth

California Institute of Technology 
Donald Helmberger • Thomas Heaton

University of California, Berkeley 
Barbara Romanowicz • Lane Johnson

University of California, Los Angeles 
John Vidale • Paul Davis

University of California, Riverside 
Stephen K. Park • David D. Oglesby

University of California, San Diego 
Gabi Laske • Jon Berger

University of California, Santa Barbara 
Toshiro Tanimoto • Ralph Archuleta

University of California, Santa Cruz 
Thorne Lay • Susan Schwartz

Carnegie Institution of Washington 
Paul Silver • Selwyn Sacks

Central Washington University 
Timothy Melbourne • Charles Rubin

University of Colorado, Boulder 
Mike Ritzwoller • Anne Sheehan

Colorado School of Mines 
Roel Snieder • Thomas Boyd

Columbia University 
Arthur Lerner-Lam • Paul Richards

University of Connecticut 
Vernon F. Cormier • Lanbo Liu

Cornell University 
Muawia Barazangi • Larry Brown

University of Delaware 
Susan McGeary

Duke University 
Peter Malin • Eylon Shalev

Florida International University 
Dean Whitman

University of Florida 
Raymond Russo • Joseph Meert

University of Georgia 
Robert Hawman

Georgia Institute of Technology 
Leland T. Long

Harvard University 
Göran Ekström • Adam Dziewonski

University of Hawaii at Manoa 
Robert A Dunn • Milton Garces

IGPP/Lawrence Livermore National Laboratory 
William Walter • Peter Goldstein

IGPP/Los Alamos National Laboratory 
Hans Hartse • Leigh House

Idaho State University
University of Illinois at Urbana Champaign 

Wang-Ping Chen • Xiaodong Song
Indiana University 

Gary L. Pavlis • Michael Hamburger
Indiana University/Purdue University at Fort Wayne 

Dipak Chowdhury
Kansas State University 

Stephen Gao • Charles Oviatt
University of Kansas 

Ross A. Black
University of Kentucky 

Edward W. Wollery • Zhenming Wang
Lamar University 

Joseph Kruger • James Jordan
Lawrence Berkeley National Laboratory 

D.W. Vasco • E.L. Majer
Lehigh University 

Anne Meltzer • Stéphane Sol
Louisiana State University 

Juan Lorenzo • Roy Dokka
Macalester College 

John P. Craddock • Karl R. Wirth
Massachusetts Institute of Technology 

Robert Dirk van der Hilst • Bradford H. Hager
University of Miami 

Tim Dixon • Falk Amelung • 
The University of Memphis 

Jer-Ming Chiu • Arch Johnston
University of Michigan 

Larry Ruff
Michigan State University 

Kazuya Fujita • David W. Hyndman
Michigan Technological University 

Wayne D. Pennington • Jimmy F. Diehl
University of Minnesota 

Justin Revenaugh • Val Chandler • 
University of Missouri 

Eric Sandvol • Mian Liu
University of Montana 

Michael Stickney • Marvin Speece
University of Nevada, Las Vegas 

Catherine Snelson • Jim O’Donnell
University of Nevada, Reno 

Glenn Biasi • John Louie
University of New Orleans 

Abu K.M. Sarwar
New Mexico Institute of Mining & Technology 

Richard C.Aster • Harold Tobin
New Mexico State University 

James Ni • Thomas Hearn

State University of New York at Binghamton 
Francis T. Wu • Jeff Barker

State University of New York at Stony Brook 
William Holt • Daniel Davis

University of North Carolina, Chapel Hill 
Jonathan Lees • Jose Rial

Northern Illinois University 
Paul Stoddard • Philip Carpenter

Northwestern University 
Ray Russo • Seth Stein

Oklahoma State University 
Surinder Sahai • Ibrahim Ceman

The University of Oklahoma 
Roger Young • Judson Ahern

University of Oregon 
Eugene Humphreys • Doug Toomey

Oregon State University 
John Nabelek • Anne Trehu

Pennsylvania State University 
Shelton S. Alexander

Princeton University 
Guust Nolet • Robert Phinney

University of Puerto Rico, Mayagüez 
Christa von Hillebrandt • Eugenio Asencio

Purdue University 
Lawrence W. Braile • Robert Nowack

Rensselaer Polytechnic Institute 
Steven Roecker • Robert McCaffrey

Rutgers University 
Vadim Levin • Michael J. Carr

Rice University 
Alan R. Levander • Dale Sawyer

Saint Louis University 
Brian J. Mitchell • Keith Koper

San Diego State University 
Robert Mellors • Steven Day

San Jose State University 
Donald L. Reed • Richard Sedlock

Southeast Missouri State University • 
University of South Carolina 

Tom Owens • Pradeep Talwani
University of Southern California 

Thomas H. Jordon • Ta-Liang Teng
Southern Methodist University 

Brian Stump • Eugene Herrin
Stanford University 

Gregory C. Beroza • Simon Klemperer
Syracuse University 

Douglas K. Nelson
University of Tennessee 

Richard T. Williams
Texas A&M University 

Richard Gibson • Philip D. Rabinowitz
Texas Tech University 

Harold Gurrola • Calvin Barnes
University of Texas at Austin 

Clifford A. Frohlich • Stephen P. Grand
University of Texas at Dallas 

George McMechan • John Ferguson
University of Texas at El Paso 

Kate Miller • Randy Keller

The IRIS management structure is an interface between the scientific com-
munity, funding agencies, and the programs of IRIS. The structure is designed to 
focus scientific talent on common objectives, to encourage broad participation, and to effi-
ciently manage IRIS programs.

IRIS is governed by a Board of Directors elected by representatives from each mem-
ber institution. The Board of Directors appoints members to the Planning Committee, 
the Program Coordination Committee, the USArray Advisory Committee, and the four 
Standing Committees that provide oversight of the Global Seismographic Network (GSN), 
the Program of Array Seismic Studies of the Continental Lithosphere (PASSCAL), the Data 
Management System (DMS), and the Education and Outreach Program (E&O). In addition, special advisory commit-
tees and ad hoc working groups are convened for special tasks. It is the role of the Standing Committees and the advisory 
subcommittees to develop recommendations for the Board of Directors.

Consortium



University of Tulsa 
Christopher L. Liner • Bryan Tapp

University of Utah 
Robert B. Smith • Gerald T. Schuster

Virginia Polytechnic Institute 
J. Arthur Snoke • John Hole

University of Washington 
Steve Malone • Kenneth Creager

Washington University, St. Louis 
Douglas Wiens • Michael Wysession

West Virginia University 
Thomas H. Wilson • Robert Behling

University of Wisconsin, Madison 
Clifford Thurber • William J. Lutter

University of Wisconsin, Milwaukee 
Keith A. Sverdrup • Brett Ketter

University of Wisconsin, Oshkosh 
Timothy Paulsen

Woods Hole Oceanographic Institution 
Ralph Stephen • Alan Chave

Wright State University 
Ernest C. Hauser • Paul J. Wolfe

University of Wyoming 
Scott B. Smithson

Yale University 
Jeffrey J. Park

U.S. AFFILIATE MEMBER INSTITUTIONS

Institution 
Representative

Naval Air Weapons Station, Geothermal Program Office 
Francis Monastero

Maryland Geological Survey 
Gerald R. Baum

EDUCATIONAL AFFILIATES

Institution 
Representative

Arizona Western College 
Michael Conway

Bridgewater State College 
Robert Cicerone

College of Charleston 
Steven Jaume

Diné College 
Steven C. Semken

Eckerd College 
Laura Reiser Wetzel

Moravian College 
Joseph Gerencher

Trinity University 
Glenn C. Kroeger

University of Portland 
Ronald Wasowski

FOREIGN AFFILIATE MEMBER INSTITUTIONS

Institution 
Representative

Academy of Sciences, Seismological Center, Albania 
Betim Muco

Australian National University, Australia 
Brian Kennett

The University of Queensland, Australia 
Peter Mora

Observatório Nacional, Brazil 
Jorge Luis de Souza

Universidade de Brasilia, Brazil 
Joao Willy Rosa

Universidade de São Paulo, Brazil 
Marcelo Assumpção

Ecole Polytechnique, Canada 
Marianne Mareschal

Geological Survey of Canada, Continental Geoscience Division 
Isa Asudeh

University of British Columbia, Canada 
Michael G. Bostock

University of Toronto, Canada 
Kin-Yip Chun

Universidad Nacional, Costa Rica 
Federico Güendel

Geophysical Institute, Czech Republic 
Axel Plesinger

Masaryk University, Czech Republic 
Petr Firbas

National Research Institute of Astronomy and Geophysics, 
Egypt 
Amin Ibrahim Hussein

University of Bristol, England 
George Hellfrich

University of Cambridge, England 
Keith Priestley

The University of Leeds, England 
Roger Clark

University of Leicester, United Kingdom 
Peter Maguire

International Institute of Earthquake Engineering and Seismol-
ogy, Iran 
Manouchehr Bahavar

Centro de Investigacion Cientifica y de Educacion Superior
 de Ensenada, Mexico 

Cecilio J. Rebollar
Utrecht University, The Netherlands 

Roel Snieder
Institute of Geological & Nuclear Sciences, New Zealand 

Mark Peter Chadwick
University of Otago, New Zealand 

Andrew Gorman
Victoria University, Institute of Geophysics, New Zealand 

Martha Kane Savage
University of Bergen, Norway 

Eystein S. Husebye
Instituto Geofisico Del Peru, Peru 

Edmundo Norabuena
Chinese Academy of Sciences, China 

Ai Yinshuang
Institute of Geology, SSB, Beijing, PRC 

Qiyuan Liu

Institute of Geophysics, Beijing, PRC 
Gongwei Zhou

Peking University, PRC 
Shao Xian Zang

University of Hong Kong, PRC 
Lung Sang Chan

Institute of Geophysics, Polish Academy of Sciences, Poland 
Pawel Wiejacz

Instituto Superior Técnico, Portugal 
Joao F.B.D. Fonseca

Universidade do Porto, Faculdade de Engenharia, Portugal 
Rui Carneiro-Barros

National Institute for Earth Physics, Romania 
Andrei Bala

Kuban State University, Russia 
Vladimir Babeshko

Russian Academy of Sciences, Russia 
Vitaly V. Adushkin

Hanyang University, Republic of Korea 
So Gu Kim

Institute of Geophysics, Switzerland • Domenico Giardini
Academia Sinica, Institute of Earth Sciences, Taiwan 

Bor-Shouh Huang
National Central University, Taiwan 

Kuo-Gong Ma
Istanbul Technical University, Turkey 

Tuncay Taymaz
Kandilli Observatory, Bogazici University, Turkey 

Nurcon Ozel
Tubitak-Marmara Research Centre, Turkey 

M. Namik Yalcin

* New members are displayed in bold.
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The Global Seismographic Network is a perma-

nent network of state of the art seismological and geo-
physical sensors connected by available telecommunications to serve 

the scientific research and monitoring requirements of our national and 
international community. All GSN data are freely and openly available to 

anyone via the Internet. Installed to provide broad, uniform global coverage of 
the Earth, 137 GSN stations are now sited from the South Pole to Siberia and from 

the Amazon basin to islands in the Indian Ocean, in cooperation with over 100 host 
organizations and seismic networks in 59 countries worldwide. The GSN coordinates 

closely with other international Networks through the Federation of Digital Broadband 
Seismograph Networks (FDSN), of which the IRIS is a founding member.

The GSN is operated and maintained through the USGS Albuquerque Seismological Laboratory 
and through the University of California at San Diego IRIS/IDA group. Ten GSN Affiliated stations and 

arrays contribute to the Network, which are operated and maintained independently. In collaboration with 
the U.S. National Earthquake Information Center, the GSN and NEIC are the principal global source of data 

and information for earthquake locations, earthquake hazard mitigation, and earthquake emergency response. In 
collaboration with U.S. Tsunami Warning Centers, the GSN provides essential data for tsunami warning response.

The GSN grew by four stations in 2004. New stations were installed on Funafuti and Raoul Island in the South 
Pacific, Diego Garcia in the Indian Ocean, and Tristan da Cunha in the South Atlantic. All of the new installations are in 

seismic vaults on very remote islands. The Funafuti and Raoul installations are cooperative with Japan’s National Research 
Institute for Earth Science and Disaster Prevention. The Tristan da Cunha site is a joint station with the French GEOSCOPE 

Network, and the installation was done in cooperation with the Comprehensive Nuclear Test Ban Treaty Organization, which 
also installed seismic equipment on the island. Work is in progress by our Australian colleagues in completing a joint seismic sta-

tion on Macquarie Island between New Zealand and Antarctic, where GSN seismometers were installed this year.

Continuous, real time telemetry of all GSN data is a fundamental goal. The GSN continues to create opportunities to extend new 
telecommunications capabilities to our stations. We are in transition from air mailed media, dial up telephone, and slow speed Internet 

access to broadband VSAT satellite links and high speed Internet. In 2004, 86% of the GSN is now on-line via 
Internet and VSAT links. Real-time access is available to all GSN stations in the United States. 

Eleven new telemetry circuits were established in 2004. The IRIS/IDA group has 
arranged for Internet connectivity to our new GSN station on Diego Garcia, and 

our site in Erimo Japan. VSAT systems provide the majority of new telecom-
munications circuits for the GSN.

The GSN is working closely with the International Monitoring 
System (IMS) for the Comprehensive Nuclear Test Ban Treaty 

Organization (CTBTO) to share data from more than 50 GSN 
sites designated for participation in the IMS. Twenty GSN sites 

are now linked directly to the CTBTO International Data Centre 
via their global communication infrastructure (GCI) being 

established for secure communication. This satellite infrastruc-
ture is shared with the GSN, enabling remote operations, 
maintenance, and quality control for the IMS, and providing 
real-time GSN data access for the scientific community. Nine 
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Gabi Laske University of California, San Diego
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Jeffrey Park Yale University

Mike Ritzwoller University of Colorado

Jeroen Tromp California Institute of Technology
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new, shared VSAT links have been established this year, opening 
real-time access to GSN sites in Western Samoa, Solomon Islands, 
Namibia, Tristan da Cunha and Raoul Island, and providing for 
enhanced access to Kodiak Island, Easter Island, Kyrgizia, and South 
Africa. Eighteen GSN sites now have access to shared GCI telemetry.

In the Pacific, the GSN continues coordinating directly with 
the National Weather Service (NWS) to bring GSN data directly 
to the Oahu hub at the Pacific Tsunami Warning Center, where it 
is then forwarded to the Internet. VSAT systems are currently in 
place at five sites in the Pacific: Johnston, Midway, Wake, Easter, and 
Pitcairn Islands. NWS is funding the satellite space segment costs 
for GSN data access. The Oahu hub is also being cooperatively used 
by UNAVCO/NASA for GPS telecommunication from Easter Island, 
and by the Pitcairn Islanders for their Internet access.

Many GSN sites have evolved into geophysical observatories. 
An extended suite of geophysical instrumentation makes use of GSN 
logistical and telemetry infrastructure, including GPS, gravimeters, 
magnetometers, microbarographs, and meteorological sensors. The 
40 microbarographs installed globally at GSN sites are the largest 
open data source of its kind. The GSN continues its close cooperation 
with the GPS community with co-located instrumentation at 17 sites 
and additional shared telemetry infrastructure in Africa and Siberia. 

The nineteen GSN stations in the United States are part of 
the USGS Advanced National Seismic System (ANSS) Backbone. 
Under joint ANSS and GSN funding in 2004, site preparations 
were completed for new Backbone stations in Texas, Tennessee, 
and Montana. The USArray Backbone team at ASL completed seis-
mometer upgrades at eight Backbone stations in Georgia, Arkansas, 
Texas, Virginia, Washington, Colorado, Utah, and Arizona to further 
enhance the Backbone this year.



In September 2004, the most recent Global Seismological 
Network station, Raoul Island (RAO), was installed by a team of 
two field engineers from the US Geological Survey’s Albuquerque 
Seismological Laboratory (ASL).  ASL’s Honeywell Technology 
Solutions, Inc. (HTSI) field engineers Mark Sharratt and Ted Kromer 
visited the remote island, the largest of the Kermadec Islands, situated 
directly above the boundary of the Australian and Pacific Plates.  Raoul 
has been host to many who have tried to settle the island, but has been 
a New Zealand meteorological and seismological station for many 
years.  Now operated by the Department of Conservation, Raoul Island is 
New Zealand’s largest marine reserve. The island is inhabited by a handful of meteorological staff and volunteer conservationists.

The seismological station installation, a coordinated effort between IRIS, the U.S. Geological Survey, and the Comprehensive Test 
Ban Treaty Organization, was designed to provide continuous real time telemetry of data for the CTBTO and the GSN.  The ASL field 
engineering team, along with a CTBTO VSAT engineer, deployed as a team to perform the seismological station installation. Access to the 
Island required deployment by means of an ocean capable vessel for the three day voyage, sometimes confronting twenty foot swells.  The 
New Zealand registered boat, Braveheart, a former Japanese-owned research vessel, was chartered to transport the team to the island, 
intending to return three weeks later for the return voyage. 

The actual seismological station site, chosen via a site survey performed in 1997, is located six kilometers from the Raoul Caldera. 
Though the caldera has had no eruptions since 1964, tremors and small earthquakes can be felt on a daily basis.  Installing a seismological 
station at such a remote location, where there were no commercial stores, and only minimal facilities existed, required that every conceiv-
able piece of hardware be brought with the installation team.  Offloading the equipment from the transport ship required transferring per-

sonnel and equipment onto smaller craft for hauling to the base site.  Because there is no dock at Raoul, equipment had 
to be hoisted from small inflatable boats by a hand operated boom and powered winch.  Arriving 

passengers on inflatable boats had to jump onto a rock when the boat was at the crest of a wave, 
and quickly scramble up the rocks before the next wave comes to sweep them into the ocean.

The living facilities on Raoul, constructed sometime in the 1940’s, are 
separated into two different sections.  The Hostel is where the island staff 

reside, and hosts the kitchen and the Annex, where the volunteers and 
visitors bunk.  Each person is responsible for preparing his or 

her own food, with the exception of dinner, and cleaning of 
the facilities.  Dinner is prepared by two persons who have 
been scheduled to be the cooks for that night. 

Raoul Island GSN Installation
By ASL/HTSI Field Engineer Ted Kromer



Once the installation 
team had settled and equipment had been inventoried, the team began station installation activities.  The station is com-
prised of an STS-2 broadband seismometer, an STS-1 vertical very broadband seismometer, and an FBA-23 accelerometer, 

housed in a surface vault constructed by the island staff a year previous to the arrival of the installation team.

Fighting frequent rain storms and windy days, the installation team was able to erect the 2.4 meter satellite dish the first day and 
install the seismic station in just four days.  Installation of the STS-1 vertical seismometer stretched over five more days due to the instru-

ment’s sensitivity to the slightest wind, temperature fluctuations, and rain showers.  

In cooperation with the CTBTO’s International Monitoring System, the data can be accessed through 
the GCI link that was installed during the same visit by ASL and Hughes Network Service per-
sonnel (HNS).

Upon completion of the station installation, the field personnel had to wait for 
the returning ship to return them to New Zealand.  Unfortunately, a change in 

plans occurred due to issues on Pitcairn Island, canceling their return reservation.  
Department of Conservation Program Manager Mike Ambrose was able to secure 

another ship in the vicinity that could extract the engineers, but it would be an addi-
tional three weeks before the ship would actually arrive at Raoul.  And even then, the 

ship was bound for the Kingdom of Tonga, not New Zealand, where they had return 
airline tickets.  As IRIS and the Department of Conservation’s agreement was to provide 

round trip transportation to Raoul (from New Zealand), the Department of Conservation 
obtained return airline tickets for the field engineers from Tonga to New Zealand.  

During the three week delay, frequent hikes around the island and cleaning of the Hostel 
became the highlight of the day.  As each week passed, the fourteen island volunteers were also nearing the end of their project, and were also 
waiting to leave the island after finishing four months of hard work.  Each day there would be reports of a delay of the boat.  After a few weeks, 

wondering if Raoul Island would end up with seventeen permanent inhabitants, news came that the ship’s arrival was near.  
The day before the boat’s arrival, the bags were packed and spirits were greatly lifted.  Again, all equipment was hand trucked 

to the beach site for ferrying out to the main ship by way of a small rubber dinghy.  Unfortunately, this day, the 
ocean was too rough, so the ship ‘Evohe’ deployed to the other side of the island, requiring all equip-

ment, baggage, and personnel  to move down a narrow trail, another two miles.  Getting off 
the island followed the same reverse process of arrival, only this time jumping from a rock 

into a small dinghy.  Once all persons and their luggage were loaded, the boat was off, 
leaving behind the four island staff to complete the rest of their twelve month stay.  Less 

than one hour out, Raoul Island disappeared below the horizon as well as the fourteen 
volunteers, who disappeared below decks feeling ill, as the waves grew to the now rou-
tine 20 foot swells.
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PASSCAL has supported almost 70 
experiments this year. The broadband 

instrument pool has grown to almost 400 
instruments, but the waiting time for experi-

ments continues to be over two years. The limita-
tion on broadband instrumentation continues 

to be the shortage of sensors. PASSCAL has 
continued an aggressive policy of broadband sen-

sor acquisition, but the demand continues to outrun 
availability. Even though the number of broadband 

experiments has not grown, the total number of instruments requested 
has increased, and we expect this to continue.

The active source instrument pool of single channel “Texan” instruments con-
tains over 800 instruments. These instruments along with approximately 250 units from 

European pools represent the total number of instruments available for university conducted 
long–offset reflection/refraction experiments. The use of these instruments has increased signifi-

cantly over the last year. The instruments have been in the field constantly since the beginning of the year. 
This has put a strain on the pool in that we have not had time to do any preventive maintenance and instrument 

repairs cannot be performed in all field locations. 

To help address the problem of increasing broadband demand and the effects of aging on the current instrument pool, 
Congress appropriated $9,500,000 for the PASSCAL program spread over the last three fiscal years. The funding, provided 

through DOE’s Nonproliferation and National Security Research and Development Account, has not only allowed the replace-
ment of the older instruments but also for the development of a new generation telemetered array that will consist of 25 broadband 

stations. The telemetry equipment for the array is currently deployed as part of a short period array in Parkfield, CA. As a result of this 
DOE funding, we have been able to acquire approximately 400 new data recorders. When this year’s funding is available, we will be able 

to purchase approximately 200 new units. This will enable us to “retire” all of the original instruments.

The new dataloggers have been in the field now for over a year. They are lower power, lighter weight, more reliable and 
have better timing than the older units. The ability to network these units together over an IP network will prove to be 

extremely useful as satellite, cell phones and other communications systems adopt the IP protocol and become more wide-
spread. These new capabilities are being used in US as part of the Transportable Array system in EarthScope.

The major software developments continue to be centered around the new instrumentation. While we have 
developed the basic capability to archive the data from the new instrumentation we are now looking at improving 
the ability to service the instruments in the field, the quick look capabilities and the ability to troubleshoot the 
data. In addition to the development of user software, we are also developing automatic testing software to make it 
easier to test and verify the operations of the instruments in the lab and before they are sent to the field.
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Colin Zelt Rice University

James Fowler PASSCAL Program Manager

EarthScope

In support of the EarthScope program PASSCAL is involved with 
the Flexible Array and the Transportable Array. The Flexible Array is 
a set of seismic equipment similar to that in the PASSCAL pool. PIs 
submit proposals to a special panel to do experiments to supplement 
or enhance the Transportable Array. PASSCAL supports these experi-
ments in a manner similar to those we have supported through the reg-
ular pool. This support is administered by the Array Operations Facility 
housed in a new wing of the PASSCAL Instrument Center provided by 
New Mexico Tech in Socorro.

This year we received 40 new broadband and 40 short period sta-
tions for the EarthScope Flexible Array. Prototypes of the new “Texan” 
are due in December and production units will be received early next 
year. This year there were 3 funded Flexible Array Experiments that 
were supported in the fall. We expect more experiments to be funded 
next year and by the end of next year the instrument pool should have 
80 broadbands, 80 short period instruments and over 600 “Texans”.

The EarthScope Transportable Array is an array of 400 broadband 
stations deployed on a 70 km grid. The initial deployment of the array has 
started on the west coast and will stretch from the Mexican border to the 
Canadian border. It will be approximately 1000 km wide. The array will be 
deployed over the next three years. Once the array is deployed the western 
most stations will be picked up and moved to the eastern side. Eack sta-
tion will remain in place approximately two years and by moving 200 sta-
tions a year, the array will move across the US in approximately 12 years.

The support for the Transportable Array involves the purchasing 
and final assembly of the station equipment, station siting, permit-
ting, construction and installation. This year was spent finalizing the 
station design, studying alternative communication methods and 
developing station construction and installation techniques. By the end 
of the year we will have approximately 70 stations operating. Of these 
approximately 60 will be cooperative stations operated by the California 
regional networks and the rest will be the prototype stations installed in 
a manner similar to what will be done in the future. The goal is to have 
all 400 stations operational at the end of three more years.



Passcal Seismographs Record Anatahan Eruption, Northern 
Mariana Islands
Douglas Wiens 
Department of Earth and Planetary Sciences, Washington University, St. Louis, MO

Anatahan volcano erupted for the first time in recorded history at about 7:30 GMT on May 10, 2003, covering the island of Anatahan in 
the Commonwealth of the Northern Mariana Islands (CNMI) with ash.    Although the island is only intermittently inhabited and no one was 
on the island at the time, this eruption disrupted air travel along major routes and resulted in the closing of the Saipan International Airport 
for several days.   The eruption was fortuitously recorded by a PASSCAL broadband seismograph installed just 4 days previously as part of the 
Mariana Subduction Factory Imaging Experiment, an NSF-funded joint US-Japanese deployment of 20 land  seismographs and 58 ocean bot-
tom seismographs with the goal of imaging the magma production regions within the upper mantle beneath the Mariana arc and backarc. 

  At the time of the eruption, the field team from Washington University, Scripps Institute of Oceanography, and the Saipan Emergency 
Management Office (EMO) was nearby aboard the small ship Super Emerald, and observed a great cloud of ash and steam extending to ten 
kilometers in altitude.   The field team’s observations represent the first visual report of the eruption.     Part of the field team returned to the 
island 11 days later, during a lull in the eruption, and found the seismograph still operating although covered with several inches of ash.    After 
refurbishment, the seismograph and others on nearby islands continued to operate throughout the rest of the eruption sequence, which con-
tinued into 2004.   The US Geological Survey and Saipan EMO have now installed several telemetered seismographs to monitor any continu-
ing activity.

The fortuitous timing of the deployment and eruption offers an unusual opportunity to study the initial eruption of a dormant volcano 
with a nearby broadband seismograph.   Since the island was uninhabited, the first part of the sequence must be reconstructed from the seis-
mic records and satellite photos.   Very little precursory seismicity was recorded until 5 hours prior to the eruption, which is estimated at 7:30 
GMT on May 10 by the Volcanic Ash Advisory Council (VAAC).   Seismicity then increased until 
about one hour prior to the eruption, when volcano-tectonic (VT) events became 
almost continuous.   

At that time the east-west component of the STS-2 sensor record-
ed a very long period signal, indicating tilt oriented approximately 
radially to the crater.    The initial tilt continued for 3 hours 
and indicates upward movement of the crater center, 
about six kilometers away from the seismograph.   This 
inflationary phase was replaced by tilt in the oppo-
site direction two hours after the onset of the 
eruption, suggesting a deflationary phase which 
continued for about 5 hours.   At about the 
same time, long period (LP) and very long 



period (VLP) events and harmonic tremor 
commenced.   The initial eruption is thought 
to represent the sudden release of a large 
vapor phase atop the column of magma, with 
more magmatic activity later in the eruption 
sequence.

The Anatahan eruption also demon-
strates the usefulness of broadband seismo-
graphs in volcano recording.   These results 
show that under some circumstances, useful 
tilt signals can be deconvolved from por-
table broadband instrumentation, even at 
periods well outside the nominal passband 
of the instrument.   The broadband sensor 
also recorded many very long period events 
(VLP) that would not have been detected 
using conventional short period sensors.  

Reference:    
Pozgay, S.  R. A. White, D. A. Wiens, P. 
J. Shore, A. W. Sauter, and J. L. Kaipat, 
Seismicity and tilt associated with the 2003 
Anatahan eruption, J. Vol. Geoth. Res., in 
press, 2004.
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Data Collection Centers

The system includes nodes at ASL and the 
UCSD IDA Center, which together collect over 10 

Gigabytes of data per day from the Global Seismic Network 
and the Advanced National Seismic System. During 2004, these two 

facilities were responsible for capturing a total of more than 5 Terabytes 
of seismic data from a wide variety of satellite and landline transmis-
sion facilities, as well as data tapes that are physically transported from 
some of the most remote GSN stations. During 2004 the DMS collection 
nodes implemented quality control procedures on the real time data, to 
supplement quality control of the tape data. In addition to checking the 
quality and completeness of the data, and the collection centers distrib-
ute the best available near-real-time data to users that include the USGS 
National Earthquake Information Center and NOAA’s Pacific and Alaska 
Tsunami Warning Centers. Data distributed from both ASL and IDA were 
indispensable for responding rapidly to the great Sumatra earthquake on 
December 26. 

The DMC Archive

The IRIS DMC’s archive is the largest 
archive of seismological data in the world. 

Through the support of the National Science 
Foundation, the data at the DMC are openly 

available at no cost to anyone in the world.. At the 
end of September 2003 we had 43.8 terabytes of data 

available. One year later the IRIS DMC archive has 
grown to 60 terabytes (see Figure 1), a 37 percent increase 

in size in just the past year. 

During 2004 we have completely migrated 
all data at the DMC to a new storage media. The 

current 9940B media consists of small form factor tape car-
tridges, each capable of holding 200 gigabytes of data. The 

Powderhorn robot, that forms the heart of our system, has 
the capacity to store 6000 tapes making the total capacity of our mass storage system 1.2 petabytes.

Data from the IRIS GSN, the IRIS PASSCAL program and US Regional Networks now contribute roughly equal amounts of 
data to the archive, roughly 16 to 18 terabytes in size each. Data from regional networks are now being received at a rate of about 6 

terabytes per year and this represents the largest source of data, by type, now entering the IRIS DMC.

Strong motion data from the Factor Building on the UCLA campus is not entering the DMC and this represents the first strong 
motion data from a structure is being managed at the IRIS DMC. These data are available as the permanent network with network code FC.
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The IRIS DMS is at the core of the largest seismological data system in the world.  
The DMS is comprised of collection nodes, including the USGS Albuquerque 
Seismic Laboratory and the UCSD International Deploy-ment of 
Accelerometers Program, as well as the IRIS DMC in Seattle, 
WA, a back-up archive in Boulder, CO, and operational links 
to other seismological data centers around the world.

The IRIS DMC Archive. The IRIS DMC Archive now contains 
over 60 terabytes of data in two sort orders. We have roughly 
equal amounts of data from the IRIS GSN, IRIS PASSCAL and 
US Regional networks.

A satellite dish at GSN station MBAR 
(Mbarara, Uganda) transmits data in 
real time to the IDA collection center.
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jWEED Map Based Request Generation.  A new version of 
WEED, written in java, became available this year.  Users can 
identify regions on a map that contain event and/or station 
locations, add additional constraints on the events, stations, 
or event-station relationships and generate requests for data 
using NetDC, Breq_fast, or receive waveforms directly on-line 
through the Data Handling Interface. 
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Shipments from the IRIS DMC. During 2004 the number of cus-
tomized shipments from the DMC increased by nearly a factor 
of 2 to 95,000. Most of the customized shipments came directly 
from the large tape-based mass storage system.

Distributing Data to Users

In addition to providing a complete archive and quality controlled data 
for researchers, the DMS also provides near-real-time seismic data directly 
from the DCCs to agencies that require it for life-critical missions, such as 
warning of tsunamis and responding to earthquake disasters. Following sig-
nificant earthquakes during 2005, such as near Parkfield, CA on September 
28, dozens of users retrieved data from the DMC with delays of no more 
than a few seconds in many cases and rarely more than tens of minutes. Of 
the fifty-six permanent networks that were contributing data to the DMS 
by the end of 2005, forty-two were sending them in real time. The DMC’s 
Buffer of Uniform (BUD) interfaces with Antelope, Earthworm, LISS and 
SEEDlink systems and makes data it collects from them available to users 
through a wide variety of client applications that include VASE, jWEED, 
F2M and SOD, each of which was improved during 2005. VASE’s powerful 
features include requests for data into the future for both continuous wave-
forms and event-related segments. Completely rewritten in Java, jWEED 
extends the popular WEED tool for e-mailing requests to allow direct access 
to any of the DMC data repositories. F2M, developed by Ken Creager and 
his team at the U. of Washington, imports data directly to MatLab while the 
variant F2MatSEIS, developed by Chris Young and Darren Hart of Sandia 
National Labs imports the data into MatSEIS. The new version of SOD 
from Tom Owens and his team at U. of South Carolina give users a more 
flexible and configurable tool for creating standing orders for data. 

Seamless Access to Distributed Data

One of the more exciting new capabilities this past year is the real-
ization of seamless access to distributed data centers. Since the DHI 
approach effectively provides a well defined Application Programming 
Interface (API) to data center services, any data center that supports the 
DHI can be accessed by a DHI client in exactly the same manner.

The jWEED and VASE tools have been developed so as to leverage this 
characteristic, and in the future other DHI clients, will be modified to support 
seamless access to data archived at distributed centers. Over the past year, 
IRIS has worked with UC Berkeley and Caltech to install DHI services at their 
data centers. In addition to the current set of DHI enabled centers of IRIS, 
NCEDC, SCEDC, and USC we anticipate adding DHI services at ORFEUS, 
U. Nevada Reno and the NEIC and ISC during the next year or two.

DHI adds to the existing capabilities of NetDC, which provides 
access to data distributed across Geoscope, MedNET, Canadian National 
Network, and ORFEUS data centers, as well as the DHZ enabled centers. 

The rich suite of data request tools that the IRIS DMC supports is 
intended to help users easily generate data requests. During calendar year 
2004 we serviced about 95,000 customized data requests.



Putting C’EYE’cles on Real Time Data: 
Quality Assurance within the QUACK Framework

Most of the data the IRIS DMC now manages is received electronically and in real time! Since traditional data review no longer takes place 
before the data are made available to the research community, Dr. Bruce Weertman, of the IRIS DMC, has developed the QUality Assurance 
Control Kit (QUACK). QUACK has matured to the point where automated quality assurance is now being applied to most data received by the 
DMC for data management.

QUACK is a framework that coordinates the execution of QA Modules at the IRIS DMC. The framework controls when QA modules are 
executed, how the modules access specific channels of time series data and also manages the resulting QA measurements in Oracle or DMC 

file systems. The modules can be thought 
of as plug-ins that are managed by the 
framework and invoked as required to 
evaluate different aspects of time series 
data. In general, when a new charac-
teristic of time series data needs to be 
measured for quality assurance reasons, a 
new plug-in will be developed and incor-
porated into the QUACK system.

At the present time the number of 
algorithms being applied to time series 
data number approximately 10 and are 
shown in the figure on the adjoining 

page. At the present time these QUACK parameters are being measured on data from roughly 800 stations and more than 4000 channels of 
data. While limited to data entering the real time systems at the DMC, we anticipate extending QUACK to data in the archive in the future. 
Two independent QUACK systems are currently being operated at the DMC, 1) for data from USArray and 2) from all other data the DMC 
receives in the real time BUD system.

Currently under development is the development of a QUACK alarm-
ing system. When measured values of the QUACK plug-ins fall outside 
preset limits then an email, page or other notification mechanism will be 
transmitted to the appropriate operations personnel and corrective action 
will take place.

It is our intention to store most of these parameters in the Oracle 
Database Management System and to allow users to access these param-
eters in a variety of flexible ways. We anticipate being able to make requests 
for data that possess specific QUACK attributes.

The ultimate goal of the QUACK system is to provide automated 
methods of reviewing data quality without significantly adding to the num-
ber of data analysts looking at the data directly. With QUACK the analysts 
can focus their attention to only those data that have problems identified 
with them.

 

Parameters measured by QUACK include: Daily RMS Values, Signal Mean, Timing Quality, 
Gaps per day, and NEIC Power Density Functions.



USArray and the DMC
USArray operations are now in full swing at the IRIS 

DMC in Seattle. Over the past year, the DMC has been gearing 
up for the arrival of the new data streams. Two SunFire 880’s 
were acquired and setup as the primary and backup servers for 
USArray data management. Internet connectivity and analysis software has been installed. New personnel have been hired, including Lonny 
Jones hired as a Systems Administrator for USArray operations and facilities, and Chad Trabant as the Lead Data Control Analyst. Linus Kamb 
became the USArray Software Engineer. The DMC also acquired additional space within the building and USArray personnel moved in to the 
remodeled area in October.

As of October 2004 the DMC is collecting data from 65 Transportable Array sites and 13 Permanent Array/Backbone sites. The DMC 
ingests approximately 1 gigabyte of seismic data daily from these 78 sites. In addition to the 6 USArray operated stations, the Transportable 
Array is composed of 2 stations from the ANZA Regional Network, 17 stations from the Berkeley Digital Seismograph Network and 40 stations 
from the Caltech Regional Seismic Network.

All incoming USArray data streams are processed by the DMC’s automated Quality Assurance Framework (QUACK), which applies a 
variety of Quality Control (QC) procedures. In addition to basic QC parameters such as data gaps and signal RMS, QUACK also makes mea-
surements such as percent of signal above the high noise model and a probability density function analysis of power spectral density. All of the 
results produced by QUACK are available from the DMC website. A data control analyst reviews the automated QC results taking action when 
necessary.

All Transportable and Permanent Array data and metadata are avail-
able through the traditional DMC delivery mechanisms. Like other real-
time data received at the DMC, USArray data are managed in a Buffer 
of Uniform Data (BUD) structure. These data are available via the Data 
Handling Interface (DHI) or as real-time data streams via the LISS or 
SeedLink protocols. AutoDRM capabilities also provide access to the data in 
the BUD for those that prefer that mechanism.

The DMC’s Virtual Network concept has been applied to USArray 
data. This concept is particularly useful for USArray data as the station sets 
are commonly composed of stations from more than one traditional net-
work. Virtual networks are defined for the Transportable Array: _US-TA, 
Permanent Array/Backbone: _US-BB and all USArray stations: _US-ALL. 
Many of the data query and request tools at the DMC support virtual net-
works as selection criteria.

Software development in support of USArray efforts continues with 
development of the IRIS Station Information System nearing completion. 
Once complete, it will enable Network and Station operators to supply the 
DMC with detailed station information including field logs, hardware con-
figurations, and data problem reports, in a consistent and standard format. 

This will, in turn, allow the DMC to provide that information to the end-users of the data. We are also working in collaboration with the com-
munity and other organizations on the design and development of the USArray data products distribution system to provide a standard and 
uniform access mechanism for all USArray data products.
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ch The Education and Outreach (E&O) program is committed to using seismology and the 
unique resources of the IRIS Consortium to make significant and lasting contributions to sci-

ence education, science literacy and the general public’s understanding of the Earth.  The E&O 
program has continued its development and dissemination of a well-rounded suite of educational 

activities designed to impact a spectrum of learners, ranging from 5th grade students to adults.  
These powerful learning experiences transpire in a variety of educational settings ranging from self-

exploration in front of one’s own computer, to the excitement and awe of an interactive museum exhibit hall, a 
major public lecture, or in-depth exploration of the Earth’s interior in a formal classroom. 

The efforts of the IRIS E&O program during the past year have been largely focused on the consolidation, refin-
ment, and enhancement of ongoing core activities, and considerably expanded their impact. The museum program 

highlights these efforts, with 16 million people potentially impacted by the IRIS/USGS museum displays, many of 
them in the Hall of Planet Earth at the American Museum of Natural History (AMNH).  Our evaluation of our AMNH 

and Smithsonian Institution National Museum of Natural History displays this year showed that the displays are very 
popular in both museums, with audiences particularly interested in the presentation of near real-time seismic data.  We 

developed a smaller, more flexible version of the museum display this year for small museums, science centers and visitor 
centers.  Served via a web the display is customizable by each museum and touch screens provide an interactive experience.

Another program aimed at general audiences is the IRIS/SSA Distinguished Lecture Series.  This was the second year of the 
series, and our two speakers presented a total of twelve lectures at major museums and universities throughout the country to audi-
ences of up to 400 people.  We also sponsored a “Music of Earthquakes” presentation at the National Association of 
Science Teachers annual meeting.  

The E&O Program continues to refine its highly effective, one-day professional development experience designed 
to support the background and curricular needs of formal educators.  Leveraging the expertise of members, IRIS delivers 
content such as: plate tectonics, propagation of seismic waves, seismographs, earthquake locations, and Earth’s interior 
structure. In addition, a new, focused workshop was offered this year to teachers who use AS1 seismographs in their 
classroom that they received through the IRIS seismographs in schools program.  There are now more than 90 such seis-

mographs in use by schools around the US.  



At the core of the IRIS professional development model is the philosophy that 
improvements in the level of teacher use of such material can be achieved by increas-
ing teacher comfort in the classroom.  Specifically, we seek to increase teacher comfort 
in the classroom by providing professional development which:

•     Increases an educator’s knowledge of scientific content,
•     Provides educators with a variety of high-quality, scientifically accurate activities 

to deliver content to students,  
•     Provides educators with inquiry-based learning experiences, 
•     Provides direct contact with IRIS research and E&O individuals

The short and long-term assessment of the workshops continues to provide criti-
cal decision-making data and documents the impact the program has on educators. 
Using this information as a guide IRIS will continue to monitor and alter its curricu-
lar resources and implementation style in an effort to maximize this impact.   

The Educational Affiliate Membership has increased IRIS’ impact among undergraduate faculty. The objective of this membership category 
is to cultivate a base of non-research colleges and universities committed to excellence in undergraduate geoscience education through the co-
development of E&O activities designed to address their needs.  The first such activity to be developed is a sabbatical experience designed to 
give Educational Affiliate member faculty a chance to interact with seismologists at IRIS institutions.  

 The E&O web pages remain a primary means of dissemination of information and resources.  The Seismic Monitor is the most popular 
IRIS Web page and we continue to add new material.  One such product is an online interactive exercise called the “Earthquake Simulator” 
which was developed in response to the TV mini-series “10.5”.  A lesson plan and resources were developed to accompany the Earthquake 
Simulator and the lesson plan was trialed in a classroom. The Global Earthquake Explorer  (GEE) software and associated instructional materi-
als continue to be improved and expanded through collaboration with University of South Carolina and the Digital Library for Earth System 
Education (DLESE).  GEE will be a key to educational access to the seismic data sets that are at the heart of IRIS.

Additional audiences are reached via collaboration with other regional and other national geoscience programs. For example, 15,000 
copies of the  “Exploring the Earth” poster  were provided this year for AGI’s Earth Science Week packets.  We also leverage our resources by 
providing materials for workshops organized by other organizations, with ten such workshops in 2004. We are a partner in the Electronic 
Encyclopedia of Earthquakes project led by the Southern California Earthquake Center (SCEC) and are working closely with EarthScope and 
the Network for Earthquake Engineering Simulation (NEES) 
to help establish their Education and Outreach programs.  The 
success of the E&O program is directly attributable to those who 
have volunteered their time and energy, especially members of 
the E&O Standing Committee.

Standing Committee
Richard Aster (Chair) New Mexico Tech

Kathy Ellins University of Texas, Austin

Alan Kafka Boston College

Steven Semken Arizona State University 

Seth Stein Northwest University

Lisa Wald US Geological Survey, Golden

Aaron Velasco University of Texas, El Paso

John Taber E&O Program Manager



Building the Future of the Consortium:
The IRIS Undergraduate Internship Program

From a wind whipped tent on the slopes of a volcano in the Aleutian Arc to a 
quiet afternoon in the lab, debugging code in front of a UNIX station; from the roll-
ing decks of the Maurice Ewing located off the coast of South America to the buzz 
of a poster session in the Moscone Convention Center, IRIS Undergraduate Interns 
are conducting geophysical research and explaining their results at large professional 
conferences. Throughout this process they are also gaining insights into the field 
of geophysics as a potential career path through intense interactions with leading 
researchers... a path that over 83% of program’s alumni ultimately pursue. 

Since its inception in 1998, The IRIS Undergraduate Internship Program has been 
providing students with engaging 8 to 10 week opportunities like these through part-
nerships with the universities of the IRIS consortium and the USGS.  The primary 
goal of this program is to provide students with research opportunities early in their 
educational careers, in an effort to encourage more students, representing a more 
diverse population, to choose careers in Earth science and seismology.  A secondary 
goal of the program is to help the schools in the consortium attract well-prepared, 
outstanding students for graduate studies in the Earth science.  

Research projects, proposed by members of the IRIS community may involve the 
deployment of seismic instruments in the field (within the US or internationally), 
and/or analyses of seismic data in a lab setting (for example investigations of Earth 
structure, earthquake sources, seismic hazards).  Each project provides students with 
ample opportunities to:

• conduct research with state of the art geophysical data and leading researchers at 
IRIS institutions

• develop an understanding of scientific inquiry, including designing and conducting 
scientific investigations, defending scientific arguments, and preparing publications

• gather, manage, and convey information, using various skills, strategies, resources, and 
• learn, use, and evaluate technologies for the collection and study of geophysical data

To bring closure to the summer, interns and their hosts collaborate to develop and submit an abstract of their summer’s work to a national 
scientific meeting.  Thus, each internship culminates in the stimulating atmosphere of a professional meeting, where interns 

present results from their summer work. 

Impact

The seven-year-old IRIS Undergraduate Internship Program has successfully placed twenty-nine 
undergraduate students at seventeen different IRIS member institutions plus the USGS; with a range 

of two to nine students placed per year.  To measure the impact of the program a survey of all alumni 
was conducted in early 2004.  The results found that over 83% of the alumni pursue advanced degrees 
(largely PhDs) in a range of geoscience fields, with the majority in seismology or geophysics and smaller 
numbers in geological sciences, petrology, geochemistry, and mineral physics.   43% of these students 
attend graduate school at the institution where they spent their internship.

Participant Perceptions

In addition to monitoring the long-range impacts of the program on the interns’ career 
choices, the evaluation effort of the program provides regular quantitative and qualitative per-
ception data. The collection of both intern and host perceptions allows the internship program 
to be introspective, identifying areas for improvements, and drive the future enhancements 
of the program with data from previous experiences.



Statements
Instructions: For each statement select one of the following:  5 = Strongly Agree; 
4 = Agree; 3 = Undecided; 2 = Disagree; 1 = Strongly Disagree

Mean 
Response 

(n=9)

Standard 
Deviation
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My work this summer contributed in a meaningful way, to the overall 
success of the host PI’s research project.

4.4 0.73

I can easily apply the information/skills I learned during the intern-
ship to my future career goals.

4.7 0.50

As a result of this internship I will seek a career in a field of earth 
science or seismology.

4.2 0.97

Overall this internship was one of the best learning experiences I 
have ever had.

4.7 0.50

H
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s The internship selection committee provided me with a well-qualified 
undergraduate to work with for the summer.

4.9 0.35

My intern’s work this summer contributed in a meaningful way to the over-
all success of my research project.

4.3 0.71

Overall this internship was beneficial and a worthwhile use of my time. 4.3 0.89

As a result of this internship I would like to submit a proposal to host 
another IRIS Undergraduate Intern in the future.

4.4 0.74

Self-reported perception data from the 2003 hosts and interns.

Physics
Geophysics
Engineering
Other
Geology

32%
31%

16%16%

5%

Figure 1: Declared majors of interns including dual majors.

Profiling Interns

The IRIS Undergraduate Internship Program serves a wide variety of students, from a diversity of backgrounds.  65% of IRIS interns 
attend IRIS institutions, though students that attend non-IRIS institutions submit nearly 50% of the total number of applications.  47% of 
interns are female, with recent internship classes having female to male ratios as high as 3:1.  While the academic majors of the interns varies, 
nearly half of the students are engineering or physics students (see figure 1).  62% of the interns are juniors and all are strong students with a 

mean grade point average of 3.6.   Surveys of the 2003 and 2004 internship classes (n=13) reveled that of 15% of interns identify 
themselves as African American, 7% Asian, and 7% Hispanic or Latino.  

Continuously Improving the Program

While the program has been tremendously successful to date, beginning in 2005, the IRIS 
Undergraduate Internship Program plans to implement several key improvements developed as a result 

of annual host and intern feedback.  These improvements will:

•     increase interns’ opportunities to interact, share and learn from and with other IRIS Undergraduate 
Interns through a week long orientation, and through a variety of telecommunications

•     provide interns with clearly stated goals for their internship, through a redesign of the host 
proposal process, and

•     increase each intern’s ability to monitor his or her progress towards these stated goals 
through skills training and the use of web based technology.

For further information on the 2005 program, to see details of past research projects, or to see 
where the internship alumni are now, please visit http://www.iris.edu/about/ENO/internship.htm 



Activities and Publications
In addition to program oversight and administration, the Consortium also serves the role of an on-

going forum for exchanging ideas, setting community priorities, and fostering cooperation. To enhance 
this role, IRIS engages the broader community through the use of publications and workshops. Our pub-
lications, which are widely distributed without charge, are organized around topical issues that highlight 
emerging opportunities for seismology. The annual workshop is used to assess the state of the science, 
introduce programs, and provide training. Through a student grant program, young scientists attend the 
workshop at little or no cost, and become introduced to the programs and services of the Consortium. As a 
Consortium, IRIS also serves as a representative for the Geoscience community. IRIS staff and Committee 
members serve on White House 
Committees, State Department Advisory 
Boards, US Geological Survey panels, and 
testify before Congress. Such broad inter-
actions raise the profile of Geosciences 
and provide a direct societal return from 
the federal investment in IRIS.

2001 IRIS Annual Workshop, June 10–12, 2004

The Sixteenth Annual IRIS Workshop, held at Westward Look Resort in Tucson Arizona June 10-12 2004, was a celebration of the 20th 
Anniversary of the Consortium and an exploration of new roads ahead. In addition to the traditional workshop elements, a special meeting 
of the Consortium’s Board of Directors was held at which the members unanimously adopted significant modifications to the Consortium By 
Laws. These changes simplify the structure of the organization and provide for an elected Board of nine members to represent the member 
institutions in carrying out the activities of the Corporation.

Science themes at the Workshop included: “Multi-band experiments” (combining passive and active source; short-period and broad-
band); Inter-disciplinary studies in the western US during the first “Bigfoot-print” of USArray; “Cyber-seismology: the role of seismologists 
in Information Technology”; and “The Future Global Seismographic Network -Whither or Wither?” Special sessions on the theme of “IRIS: 
Then and Future” explored each of the core programs in the context of the 20th Anniversary. A barbeque on the final evening was the venue of 
revealing reminiscences from some the IRIS founding members on the early days of the Consortium.

Meetings and Publications Subcommittee
Gary Pavlis (Chair) Indiana University

Richard Aster New Mexico Tech

David James Carnegie Institution of Washington

Thorne Lay University of California, Santa Cruz

Guust Nolet Princeton University

Gregory van der Vink IRIS Director of Planning

Through the Education and 
Outreach Program, IRIS devel-
ops and distributes posters 
about seismology. The posters 
are featured at various scientific 
and educational meetings, and 
can be found on classroom walls 
around the world. IRIS has devel-
oped a series of ”one-pagers” to 
attract the attention of students, 
educators, decision makers, 
and the general public. The 
one-pagers provide succinct 
explanations of basic seismologi-
cal concepts, and are available in 
hard-copy and on the web in both 
English and Spanish.



Financial Overview
The Incorporated Research Institutions for Seismology (the IRIS Consortium) is a 501 (c)(3) non-profit consortium of research institu-

tions founded in 1984 to develop scientific facilities, distribute data, and promote research. IRIS is incorporated in the State of Delaware.

GSN
The Global Seismographic Network is operated in partnership with the US Geological Survey. Funding from NSF for the GSN supports 

the installation and upgrade of new stations, and the operation and maintenance of stations of the IDA Network at University of California, 
San Diego and other stations not funded directly within the budget of the USGS. Operation and maintenance of USGS/GSN stations is fund-
ed directly through the USGS budget. Subawards include the University of California, San Diego, the University of California, Berkeley, the 
California Institute of Technology, Columbia University, University of Hawaii, Albuquerque Seismological Laboratory, Synapse Science Center, 
Moscow, Woods Hole Oceanographic Institution, Montana Tech, University of Texas at Austin, and Texas Tech University. 

PASSCAL
Funding for PASSCAL is used to purchase new instruments, support the Instrument Center at the New Mexico Institute of Mining and 

Technology, train scientists to use the instruments, and provide technical support for instruments in the field. Subawards include the New 
Mexico Institute of Mining and Technology, the University of California, San Diego, and University of Texas at El Paso.

DMS
Funding for the Data Management System supports data collection, data archiving, data distribution, communication links, software develop-

ment, data evaluation, and web interface systems. Subawards include the University of Washington, Harvard University, the University of California, 
San Diego, Columbia University, Synapse Science Center, Moscow, University of South Carolina, and Institute for Geophysical Research, Kazakstan.

Education and Outreach
Funding for the Education and Outreach program is used to support teacher and faculty workshops, undergraduate internships, the pro-

duction of hard-copy, video and web-based educational materials, a distinguished lecturer series, educational seismographs, and the develop-
ment of museum displays. Subawards are issued to IRIS institutions for software and classroom material development, summer internship 
support and support of educational seismology networks.

Indirect Expenses
Costs include corporate administration and business staff salaries; audit, human resources and legal services; headquarters office expenses; 

insurance; and corporate travel costs.

Other Activities
Other activities include IRIS workshops, publications and special projects such as KNET.

IRIS Budgets

Core program budgets* (July 1, 2004 – June 30, 2005)  Earthscope awards** (Oct. 1, 2004 – Sept. 30, 2005)

 FY2005  

GSN 3,444,761 Permanent backbone 2,077,021

PASSCAL 3,506,617 Transportable/Flexible Arrays 11,240,363

DMS 3,400,514 Data management 751,622

E&O 650,164 Siting Outreach 64,600

Other 523,942 Other 55,202

  Earthscope Office 1,451,656

Indirect Costs 1,299,529 Indirect Costs 1,419,084

Total 12,825,527 Total 17,059,548*

* Budgets are for core IRIS programs from the NSF Earth Sciences Division  
Instrumentation & Facilities Program, and does not include additional funding from  
other sources, such as NSF Ocean Sciences, DOE, CTBTO, SCEC, JPL, etc.

** Includes budgets for USArray MRE & O&M, and the Earthscope Office Cooperative 
Agreements.

 The consolidated financial statements of IRIS and IRIS Ocean Cable, Incorporated,  
and the Auditor’s Report are available from the IRIS business office upon request.

Budget and Finance Subcommittee
Susan Beck (Chair) University of Arizona

Arthur Lerner-Lam Columbia University

Brian Stump Southern Methodist University

Candy Shin Director of Finance & Administration



USArray

With funding from the National Science Foundation’s Major Research Equipment and Facility Construction account, 
EarthScope got underway in 2004. To establish the extensive facilities that will form the core observational systems 

of EarthScope, IRIS, UNAVCO Inc., Stanford University and the U.S. Geological Survey have joined in partnership 
to establish USArray, the Plate Boundary Observatory (PBO) and the San Andreas Fault Observatory at Depth 

(SAFOD). The role of IRIS is to install, maintain and distribute data from the Backbone, Transportable and Flexible 
Arrays that, in concert with existing national and regional networks, will provide seismological coverage of the US at 

a variety of nested scales. The following articles describe the activities of the various groups that are working with IRIS 
to establish the USArray facilities.

& EarthScope

USArray Advisory Committee
Adam Dziewonski (Chair) Harvard University

Michael Bostock University of British Columbia

Michael Gurnis California Institute of Technology

Rainer Kind Geo Forschungs Zentrum - Potsdam

James Knapp University of South Carolina

Terry Plank Boston University

George Thompson Stanford University



USArray Transportable Array site Y22C and test 
equipment on “seismometer hill” adjacent to the 
AOF on the NMT campus.

AOF Annex under construction (mid-October, 2004).

USArray Array Operations Facility
Rick Aster and Bruce Beaudoin (PASSCAL Instrument Center and USArray Array Operations Facility, 
New Mexico Tech)

Jim Fowler, Bob Busby, and Marcos Alvarez (IRIS)

The USArray Array Operations Facility (AOF) provides core hardware and field support for USArray activities under the 
direction of IRIS. During 2004, burgeoning AOF staff and activities were housed within the PASSCAL Instrument Center at the 
New Mexico Institute of Mining and Technology 
(NMT) in Socorro, New Mexico. In late 2004 AOF 
staff will migrate into an integrated PASCAL instru-
ment center annex. The annex was specifically 
designed by PASSCAL and IRIS staff to optimize 
USArray operations, and construction was funded 
and overseen by NMT. The 11,500-square-foot annex 
includes computer, and hardware laboratories, 18 
additional offices, and four meeting areas, as well as 
direct access to a 20,000-square-foot warehouse/
shipping facility shared with the PASSCAL program. AOF, PASSCAL Program, and New Mexico Tech welcomed nine new 
employees during 2004. NMT has additionally officially designated an adjoining field test site specifically for long-term IRIS 
station development, which now includes the operational USArray site Y22C (below).

Strengthening the Backbone of the USArray
As a part of the Earthscope facility, IRIS is playing a key role in the implementation of the USArray portion of this NSF MREFC pro-

gram. The USArray, along with the Plate Boundary Observatory (PBO) and the San Andreas Fault Observatory at Depth (SAFOD) is designed 
to provide a powerful downward looking “tellus” scope for observing the structure and processes of the Earth beneath North America. 

The USArray will consist of three major elements: the Transportable Array (a moving 400 element array with 70 km station spacing and 
an aperture of ~1400 km), the Flexible Array (pool of portable instrumentation to provide even higher resolution studies in areas of interest), 
and a Permanent Array. Otherwise known as the ANSS Backbone Network, the Permanent Array takes advantage of the existing permanent 
seismic observatories of the USGS National Seismic Network (NSN) along with the stations from the GSN located in the United States to 
form a foundation of long-term high-quality seismic observations of the continental US and Alaska. The Earthscope program is currently 
funding the augmentation of these existing networks to fill in some of the gaps as well as upgrade some of the existing network to support a 
uniform permanent network with a station spacing of ~300km. This work is strongly tied to the USGS Advanced National Seismic System 
(ANSS) as they fill in the remainder of the stations required for this uniform network 
and provide the existing network stations to be upgraded by Earthscope.

In February of 2004, an agreement was signed between IRIS and the USGS 
to install and upgrade a portion of the ANSS Backbone network in support of the 
USArray Permanent Array portion of the Earthscope MREFC. With this agreement, 
work began at the Albuquerque Seismological Laboratory on 39 stations of this net-
work located in the continental United States and Alaska. Four of these stations are 
existing arrays operated as part of the International Monitoring System and the United 
States Atomic Energy Detection System that will contribute data to the Backbone 
network. The remaining 35 stations are either existing NSN stations (21) or new sta-
tions to be installed with Earthscope funds (14). The augmentation funds will be used 
to upgrade the quality of the 14 existing NSN-type installations by providing new 
instrumentation (Quanterra Q330 DAS, Streckeisen STS-2 and Kinemetrics Episensor 
ground motion transducers, and upgraded power systems) as well as an upgrade to 
the seismic vaults as necessary. In addition, 12 new NSN stations will be installed with this instrumentation. These funds will 
also be used to upgrade seven of the existing NSN stations following the design goals of the GSN. This will provide deeper 
vaults or boreholes for seismometer emplacements creating a lower long period noise environment, additional seismom-
eters to take advantage of the quieter sites, and microbarographs. Two brand new GSN-type stations will also be created 
(Southeastern Alaska, and at the EROS Data Center in South Dakota).



Along with seismic instrumentation, the Backbone will also 
coordinate with the Magneto-telluric community with 10 collocated 
sites (siting to be determined) and with the Geodetic community 
(UNAVCO) with 16 collocated GPS observatories. The first GPS 
monument went in this summer at the Albuquerque Seismological 
Laboratory with the assistance of UNAVCO and ASL personnel.

With completion expected in September 2006, the Backbone 
effort continues the successful and fruitful relationship between the 
USGS and IRIS in the installation of high quality seismic systems 
throughout the United States and the world, providing data to the 
seismic community, and supporting the overall Earthscope program.

Bigfoot: The USArray’s 
Transportable Array

The Transportable Array (TA) is comprised of 400 stations that will be 
deployed with a station spacing of about 70 km, advancing across the coun-
try in a roll-along fashion. Seismic data are now available from over 60 TA 
stations, mostly in California. Detailed site surveys have been completed for 
additional stations that are planned to be installed in early 2005.

The first TA station to be located at a school was installed in 
September at Wishkah Valley School near Aberdeen Washington. 
Students watched the installation and talked to seismologists about the 
EarthScope project, and later viewed data from their station on the DMC 
website.

The magnitude 5.9 earthquake near Parkfield, California on 
September 28th was recorded by 62 TA stations at distances from 20 km 
to 2000 km from the epicenter.

The USArray’s  
Flexible Array

The Flexible Array (FA) is a planned pool of about 200 
broadband, 200 short-period, and 2000 high-frequency instru-

ments that can be deployed using flexible source-receiver geometries. 
These portable instruments will permit high-density, short-term 
observations of key targets within the footprint of the larger 
Transportable Array using both natural and active sources. Three 
FA experiments were started during 2004, including two near the 

San Andreas Fault Observatory at Depth (SAFOD).

Yong-Gong Li and John Vidale used 70 short-period autonomous 
stations to characterize low-velocity damaged structure of the San 
Andreas fault near the SAFOD drilling using fault-zone trapped 
waves. Their observations show the existence of a low-velocity wave-
guide on the SAF that likely extends to seismogenic depths, they 
interpret as a remnant of repeated damage due to large earthquakes 

near Parkfield, CA.

“PASO TRES”, run by Steve Roecker and Cliff Thurber consists of 12 
short-period passive sensors in a real-time telemetered network deployed 
around SAFOD. Their goal is high-precision even location of target events 
near the drill hole, to better define the region of penetration for SAFOD. 

Lynn Simmons of the USGS tells students at 
Wishkah Valley School about the contribution of 

their station to the USArray.

Status of the Backbone as of 1 October, 2004.  Green section of pie charts 
show the amount of work completed at each station.  Full green circles 

are completed and certified and available at the DMC via the _USBB 
virtual network code.  Pies with gold sections are partially complete 
and sending data under the virtual network code.  Yellow pie sections 

are station upgrades in progress (from a previously existing NSN 
site) and white background are new stations.

TA records from the Parkfield earthquake show how 
signals change as they propagate through the earth. 
Numerous TA stations will make it possible to discern 
more about both the earthquakes that generate the sig-
nals and the earth structure that controls propagation.



In September, Simon Klemperer and Elizabeth 
Miller used about 975 single-channel Texans and a cabled 
spread of R-130s to acquire a 250-km long refraction/
reflection seismic profile in northwestern Nevada, across 
the northernmost Basin and Range province. By explor-
ing Moho topography and crustal structure, they plan to 
test an hypothesis that the lower crust beneath northern 
Nevada has flowed south to central Nevada during pre-
dominantly east-west extension, equalizing the crustal 
thickness and balancing the elevations across the region.

Array Network Facility
Frank Vernon, Jennifer Eakins, Robert Newman

The Array Network Facility (ANF) is one of the critical elements required to make the USArray component 
of the NSF Earthscope projects a success. The ANF role is to guarantee that data telemetered or recovered from 
USArray Transportable Array (TA) and telemetered Flexible Array (FA) stations are delivered promptly to the 
IRIS Data Management Center (DMC) for archiving and distribution to users. The ANF provides quality control 
for all data and ensures that the proper calibration and metadata are always up to date and available. There are 
many types of monitoring which need to be accomplished including seismic data quality, IP (Internet Protocol) 
network communications, and higher level data communications. The ANF interacts closely with the Array 
Operations Facility (AOF) and the TA Field Operations providing immediate feedback on station data quality.

The ANF is a major undertaking considering that when 
USArray hits its stride there will be 400 TA stations and up to 
200 FA stations telemetering data in real-time, bigger than any 
existing digital telemetry network. The parameters that need 
to be checked or monitored at each station include timing, 
channel orientation and polarities, gain and transfer func-
tions, noise levels, mass positions, and environmental 
and instrument state-of-health 
information. The best way to 
check channel timing, orienta-
tions, and gains are to calculate 
locations and magnitudes from 
earthquakes recorded across the 
network and to compare these 
results to the relevant regional, 

national, or global catalog. Making noise measurements and station calibrations on a 
routine basis along with monitoring environmental conditions and instrument state-
of-health make another class of quality control measurements. Data review and event 
location when coupled with routine and systematic noise and calibration measure-
ments will yield the highest quality data. The various state-of-health parameters are 
accessible through online real-time data-mining tools that allow researchers to quickly 
appraise the data quality of USArray stations and also access the data collected. Other 
‘restricted access’ online tools have been developed to assist field engineers in determin-
ing and reporting data quality problems. These tools also act as searchable archives so 
field engineers can quickly locate information concerning specific USArray stations.

The ANF became operational in the Spring of 2004 and USArray immedi-
ately started observing local, regional, and teleseismic events. The ANF is currently 
receiving real-time data from selected stations of the Southern California Seismic Network, the UC Berkeley 
Broadband Network, and the ANZA Network. These regional network stations are included with newly installed 
TA network stations and passed through automatic event triggering algorithms. To date, over 1700 earthquakes 
have been observed and more than 44,000 arrivals have been picked on the TA.
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M=9.0

M=7.1

Seismogram from station COCO, Cocos (Keeling) Islands, Australia
Notice the significant difference in amplitudes between the magnitude 9.0 
earthquake with a magnitude 7.1 aftershock.
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The Great Sumatra Earthquake of December 2004
The December 26 2004 Sumatra earthquake was the largest event since the 1964 MW = 9.2 Anchorage, Alaska earthquake. This is the first earth-

quake of this size to occur since the broadband seismometers with digital recording have become widespread. Its moment release was eight times that 
of the previous largest event, the MW = 8.4 Peru earthquake of June23, 2001.

Rupture continued for approximately seven minutes, extending northwestward along the Sunda Trench for roughly 1200 km to the Andaman 
Islands. Displacement occurred across the shallow-dipping thrust fault and may have exceeded 20 m in some areas, totaling to a moment 

magnitude of 9.0. The seafloor displacement generated a massive tsunami that swept ashore with 10 m amplitude in northern Sumatra and 
expanded across the Indian Ocean and Andaman Sea, striking Sri Lanka and Thailand within two hours of the rupture. Confirmed deaths 
along the coastlines of eleven Indian Ocean nations exceed 220,000, marking 
this as one of the most lethal natural disasters in human history.

Sensors of extraordinary bandwidth and dynamic range were needed to 
capture this giant earthquake fully. Fortunately, many such stations have been 

deployed in the past few decades, including the 137 high dynamic range, broad-
band stations Global Seismographic Network (GSN) around the world. An origi-

nal design goal for the GSN was to record with high fidelity all seismic motions for 
earthquakes anywhere in the world with magnitudes as large as 9.0. The Sumatra 

earthquake was the first such test of the GSN.

With continuous telemetry of signals from the global GSN stations, a variety of 
near real-time processing procedures are enabled for all earthquakes. This includes 
automatic event detection from the first-arriving seismic waves by earthquake moni-
toring operations such as those of the USGS National Earthquake Information 

Center and the NOAA Pacific Tsunami Warning Center. The records are used to 
estimate seismic magnitude and invert for fault orientation and slip direction. The 

high pass filtered version of the P wave de-emphasizes secondary surface reflec-
tions, and suggests ~400 s of primary rupture. Rapid quantification of the 

earthquake source is useful for tsunami warning and emergency response.

Near-real-time modeling of distributed rupture would be a useful aug-
mentation to existing tsunami hazard assessment procedures. If rupture 

had progressed southeast along the Indonesian plate boundary rather 
than northwest, Banda Aceh and Thailand’s beaches might 

have been spared devastation, but heavy damage would be 
expected along the southern Sumatran coast. Analysis 

of the P wave motion at GSN stations show that 
rupture propagated toward the northwest, with 

patches of underthrust slip as much as 20 m 
and duration of more than 400 seconds. 

These analyses were completed several 
weeks after the event, but they were based 

on data that were available within 
minutes.

Global Seismographic Network Stations
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A shallow magnitude 7 earthquake 
in Japan on November 29, 2004 record-
ed on the initial stations of the USArray 
Transportable Array. Most of these 62 
stations are in California and are oper-
ated by Berkeley, CalTech and UCSD as 
part of the California Integrated Seismic 
Network (CISN). The CISN stations, 
upgraded where necessary, were selected 
to form the core of the Transportable 
Array grid in California. Additional sta-
tions are being added in California to 
complete the coverage with nominal 70 
km spacing between sites, Selection and 
installation of stations is also proceed-
ing in the Pacific Northwest.

Three components of the Japanese 
earthquake recorded on USArray sta-
tion 109C. This is one of the new 
USArray stations installed at Camp 
Elliot on UCSD property near San 
Diego, CA. Since the event is approxi-
mately due west of the station, the com-
ponents are naturally polarized, with 
the Love wave appearing mainly on the 
NS (tangential) component and the 
Rayleigh wave on the vertical and EW 
(radial) components.
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